CS 333202: Probability and Statistics
HW12 Part 11

1. Mx(t) = E(e*) = 30_  e"p(x) = 1(e' 4 €* + ¥ + et 4 ™).

2. (a) By definition,

Mx(t) = E(etX) =2, ptee XA oA ¥, Q)™ pApret
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(b) From
M (t) = detere =D
and
MY(t) = (Ae!)2eMe =1 4 \etere'—D)
we obtain E(X) = M4%(0) = X and E(X?) = M¥(0) = A2 + \.
Therefore,

Var(X) = (A2 4+ X)) — A2 =)

(c) We see from (a) that M(t) = €¥¢'~1 is the moment generating
function of a Poisson random variable with mean 3. Hence, by the
one-to-one correspondence between moment generating functions
and distribution functions, it follows that X must be a Poisson

random variable with mean 3. Thus P(X = 0) = e™?.

3. Note that
Mx(t) — E(etX) _ ZZO:I eth(%)w _ 2220;1 elT.p—rInd — 22;0:1 ez(tfln?;)

Restricting the domain of Mx(t) to the set {¢t : ¢ < In3} and using

the geometric series theorem, we get
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et71r|3

MX(t) = 2(1_et71n3) = 32_6;5

(Note that e~13.) Differentiating Mx(t), we obtain

Mi(t) = %

which gives F(X) = M%(0) = 3/2.



